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INTRODUCTION

Behavioral Economics (BE) has emerged as a critique of Neoclassical Economics 
(NE). Since the works of Herbert Simon (1955, 1956), increasing literature with 
empirical evidence has shown that agents are not very rational. They misbehave 
(Thaler, 2015) because of their bounded rationality, heuristic reasoning, cognitive 
biases, and emotions (Tversky & Kahnemnan, 1974; Kahneman, 2003, 2011). These 
cognitive elements do not allow agents to make optimal decisions, which contradicts 
the NEs assumption of full rationality. This situation is forcing a change in eco-
nomic thinking where a new notion of agency might emerge. As some authors have 
suggested, a possible synthesis is underway (Aumann, 2019). But the discussion is 
whether this theoretical shift will be more neoclassical (Aumann, 2019; Chetty, 
2015) or more behavioral (Angner, 2019) in nature.

In this article, I will present arguments in favor of a more behavioral synthesis 
between BE and NE. But the synthesis is not easy, because the relation between BE 
and NE is complex. Given the plurality of approaches and subdisciplines in eco-
nomics, we might focus the analysis on the different epistemic contexts that econ-
omists face in their scientific practices. The article, hence, will address the following 
question: In which specific contexts might BE substitute NE and in which contexts 
might BE and NE be complementary? There are different ways of understanding 
what is an epistemic context. In this paper, I will assume a position very similar to 
that posed by Sandra Mitchell (2009) where we should realize that a model is not 
always right, but neither is it always wrong. It is context-dependent (Mäki, 2018; 
Mitchell, 2009). “Nothing is a model in itself. Modelhood requires a larger structure 
with which an object becomes a model” (Mäki, 2018, p. 4), where some components 
of epistemic contexts are the following: a) agents who make and use models, b) 
different pragmatic objectives, where the theory or a model might seek the realiza-
tion of one in particular, c) different levels of analysis or abstraction, d) an audience 
with certain characteristics, and e) available research methods and techniques.

The substitution-complementarity issue between BE and NE, hence, might be 
addressed from a contextual approach, where the main thesis of the article is the 
following: The neoclassical notion of agent could be substituted or complemented by 
BE just in relation to the specific epistemic context that economists face in their re-
spective scientific practices. These contexts might be distinguished mainly by the 
epistemic goals economists try to achieve and, secondly, by the level of abstraction 
of their analysis1. As we will see in the second section, the epistemic goals might be 
the following: describing, explaining, forecasting, and prescribing. In this article, I 
will present some reasons to say that BE substitutes NE in describing and explaining 
human behavior (third section), but not necessarily in forecasting and prescribing it 
(fourth section). In these two contexts, a complementarity between BE and NE might 

1  The other elements of a epistemic context are relevant, but for the purpose of this article I will focus 
only on these two elements to make de argument clearer.



534 Brazilian Journal of Political Economy 42 (2), 2022 • pp. 532-549

be possible because both work at different levels of abstraction. This distinction makes 
possible a complementary use between BE and NE to improve the evaluation of dif-
ferent scenarios and expand our tools for the design of public policies to address 
complex social phenomena. I end the paper with some final remarks.

THE MULTIPLE EPISTEMIC GOALS OF ECONOMIC MODELS

Julian Reiss, following the Austrian economist Carl Menger, mentioned that 
some epistemic goals of economists are explanation, prediction, and control over 
the economy for the design of public policies (Reiss, 2013). However, as Reiss sug-
gested, these aims are not the only ones. There are others: accurate descriptions of 
facts and the development of normative stances (Reiss, 2013). In this paper, I will 
distinguish four epistemic goals that are presented in economists’ scientific prac-
tices: description, explanation, forecasting, and prescription. This distinction is not 
exhaustive, but they allow us to develop our argument. 

In economics, description focuses on characterizing facts. There are discussions 
about measures, indicators, and statistics that better describe phenomena (Reiss, 
2013). A good description tells us what is happening, what are the main features 
of phenomena, which agents are engaged in a situation, how agents are related 
among them and, which specific decision-making problems they face. At a behav-
ioral level, descriptions focus on addressing the following questions: How do agents 
make decisions, what behavioral patterns do they follow, which specific problems 
do they have, how do they solve them and, what resources do they have at their 
disposition to act.

Once the description has been made, the next step is the elaboration of scien-
tific explanations that address why questions, which are answered through hypoth-
esis, models and narratives (Reiss, 2013). A good explanation in economics:

“[...] will, therefore, ask for the detailed causal process or mechanism 
that is responsible for the phenomenon of interest [...] a mere regularity 
that connects an input and an output – no matter how stable and lawlike 
that regularity is – does not explain why there is a connection between 
input and output. To investigate a mechanism means to open the black 
box between input and output and to illuminate why regularities hold 
and outcomes happen (Reiss, 2013, p. 35).

As we can see, explanation involves the exposure of causal relations, pro-
cesses or mechanisms that structure phenomena. Scientific explanations in social 
sciences show which causes are the most relevant, how they are interrelated, and 
why a phenomenon happens in one specific way and not in another. Modeling here 
plays a very important role because models help us study a mechanism or causal 
relations that structure phenomena in isolation (Mäki, 1992, 2018). Idealizations 
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here are isolating tools that can help economists simplify complexity, leaving aside 
irrelevant factors that distort the causal relations to be analyzed (Mäki, 1992, 2018).

Even so, we should realize that not all economists explain by causal mechanisms. 
Some of them might consider valuable another manner of explaining such as uni-
fication or hermeneutical interpretations (Reiss, 2013). Moreover, some economists 
might prefer explaining social phenomena only attending a macro level, a micro 
level, or a combination of both (Marchionni, 2008). Such explanations might be 
breadth (unifying a wide range of behaviors) or deep (showing causal mechanisms 
of singular phenomenon) where different kinds of explanations might be weak or 
strong complementarity to explain complex phenomena (Marchionni, 2008). 

The main task of social sciences is to explain social phenomena (Hausman, 
1992; Lawson, 1997). The other epistemic goals, such as forecasting and the design 
of public policies are dependent on or subordinate to explanation (Lawson, 1997). 
But explaining is not the only epistemic goal, as we have already said.

Prediction is very important in economics. However, it is problematic because, 
though historically NE has aspired to have a similar level of accurateness as Newtonian 
physics, different philosophers of economics (Hausman, 1992; Lawson, 1997) have 
shown good reasons to say that economics could not have accurate predictions like 
astronomy. In economics is not possible to predict when and how an economic 
crisis will happen, the exact rates of economic growth that a country will have in 
a decade, the accurate exchange rate of a currency over the next year and, when a 
pandemic such as Covid-19 will emerge and generate a tremendous impact in the 
global economy.

However, economics could make forecasts. Forecasts answer the question of 
what would happen if certain conditions remain the same and what would happen 
if those conditions are changed (Morgan, 2014). Here, once again, modeling is 
relevant because it allows us to foresee possible scenarios and evaluate in a coun-
terfactual manner the consequences of different actions.

Finally, the prescriptive context tells us how things or a situation ought to be, 
according to some normative values. Prescriptions tell us what we should do to 
improve a situation and what we should not do to avoid making a situation worse. 
According to Reiss, economists discuss how we should characterize normative con-
cepts such as welfare, rationality, and distributive justice (Reiss, 2013). At this 
level, we could hold discussions about what is efficiency, how we should understand 
optimization, definitions of economic development, and the role that the state should 
play in the economy (Reiss, 2013). Normative aspects are present when evaluations 
of public policies are done, where it is often discussed whether the aims sought 
after are reasonable, adequate, or viable. 

As we can see, economics is a science with multiple epistemic goals (such as 
the one mentioned above), where the adequateness of methods, techniques, and 
theories depends on the goals that are pursued (Reiss, 2013). But also, the levels of 
abstraction, understood as different levels of specificity, are important to make 

“pragmatic choices about the representations we fashion to deal with that reality. 
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Different representations and different levels of specificity work for different pur-
poses” (Mitchell, 2009, p. 115).

The next section will show how the substitution or complementarity of BE and 
NE depends on the epistemic context, where economists seek different epistemic goals. 

EPISTEMOLOGICAL CONTEXTS WHERE BE SUBSTITUTES NE

Describing human behavior

Description, as we saw in the previous section, is an epistemic goal of the scien-
tific practices of economists. One of the main criticisms that have legitimated the rise 
of BE is that the NE model of expected utility does not describe actual human be-
havior well. Simon, Kahneman, and Tversky have emphasized that agents system-
atically deviate from the predictions of NE when making decisions. In the case of 
Simon, he used to say that neoclassical models, particularly the notion of optimization, 
addressed the question of what agents ought to do, but did not describe how agents 
make decisions, i.e., NE is normative, not descriptive (Simon, 1955).

Agents do not process the full information they have at their disposition. The 
time to choose is limited, and in practical cases, agents usually are not interested in 
making the best decision (Simon, 1955). Especially in changing scenarios where 
they are pressed by the environment to make a choice. In such contexts of uncer-
tainty, agents only care about making viable decisions, good enough decisions, not 
optimal decisions.

According to Simon: 

[...] I shall assume that the concept of “economic man” (and, I might 
add, of his brother “administrative man”) is in need of fairly drastic re-
vision [...] the task is to replace the global rationality of economic man 
with a kind of rational behavior that is compatible with the access to 
information and the computational capacities that are actually possessed 
by organisms, including man (Simon, 1955, p. 99; the emphasis is mine). 

From the above quote we can say that, for Simon, the task is to substitute NE 
for other models of rationality with more realistic or sound psychological assump-
tions, i.e., assumptions that are validated by empirical evidence (Simon, 1955). With 
this idea in mind, Simon developed the notion of bounded rationality, where it is 
assumed that agents are not fully rational. Agents, on the contrary, have limited 
cognitive capacities: limited skills for calculation, for information processing, and 
memory (Simon, 1955). 

Simon built an alternative model known as satisficing (Simon, 1955). This 
model assumes that agents have different aspiration levels and partially ordered 
preferences where an option has only two values: either it is acceptable, or it is not. 
Agents also have the cognitive skill of identifying cues in the environment which 
lead them to satisfy their aspiration levels (Simon, 1955). In this context, agents are 
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looking only for good enough decisions, i.e. decisions that are above the agents’ 
aspiration level (Simon, 1955). The higher the aspiration level is, the harder a deci-
sion will be. And the opposite is also the case: the lower the aspiration level is, the 
easier a decision will be. Any option that is above the aspiration level is a good 
enough option. Any option that is below the aspiration level is not a good enough 
option (Simon, 1955). Mathematical optimization here is not required because 
agents are not concerned with choosing that (usually unique) option that maxi-
mizes their utility function.

Satisficing is a model that describes the actual decision making of real agents 
situated in real contexts, better than NE does. An example is the following. Let us 
consider the case of a person who goes to the market, a street market that in Mexico 
we call “Tianguis”. This kind of market is huge. Thousands of people offer and 
demand several commodities at different prices and quantities, one or two days per 
week in very large streets that they occupy. Let us consider the case of only one 
person who goes to the tianguis to buy ingredients to prepare a traditional dish. 
This person faces a variety of commodities that have different price-quality relations. 
How does this person choose from amongst all the options he has at his disposal, 
considering that the time to choose is limited? 

According to the satisficing model, the agent sets his own aspiration level, in 
this case, ingredients economically affordable with enough quality to make a dish 
tasty. The agent then only requires the skill necessary to identify cues in the environ-
ment to realize whether an option satisfies his aspirations: is it affordable? Is its 
quality good enough? According to Simon, the first option that meets the aspiration 
level is accepted. It is bought, and then, the agent goes for the next ingredient in his 
list. This agent does not have enough time to look for the optimal choice available 
in the market for each ingredient of the list comparing each available option for 
each case. His search is not exhaustive for limitations of time. Also, his cognitive 
energy es finite. Hence, agents’ decision-making does not guarantee the optimal 
solution for each choice. It is just like Simon (1985, p. 15) asserted, applying the 
satisficing model to himself: “[...] Since my world-picture is only a crude approxi-
mation to reality, I cannot aspire to optimize anything: at most, I can aim at satis-
ficing. Searching for the best can only dissipate scarce cognitive resources. The best 
is enemy of the good”.

In the case above, we see an agent that is neither going to organize all prefer-
ences considering price-quality relations, nor is he going to calculate the expected 
utility of each option to make the decision of highest value. As the choosing time 
is limited, it is reasonable to accept the idea that agents only care about good enough 
decisions, not optimization, because it is a waste of energy and time. Satisficing 
might be understood, then, as a behavior pattern that is very common in daily life 
situations. 

The neoclassical economist would say that the agent always chooses the best 
option among a limited set of options. According to NE, in some sense, the agent 
is optimizing when choosing the best option, he has at his hand. But this assumes 
that agents are utility maximizers who are always looking for the optimization of 
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their utility functions. This involves the idealization of assuming that agents are 
fully rational. But this “as-if assumption” keeps the “black box of cognition” closed 
(Berg & Gigerenzer, 2010), hiding the intrinsic motivations that exist in the behav-
iors, reasoning and intuition involved in each decision made by agents. We should 
recall that Simon was interested in modeling an intuition that actually plays a role 
in decision-making: satisficing, where the intrinsic motivation is just making ‘good 
enough’ decisions. Optimization, in contrast, is not a habitual intrinsic motivation 
in daily life situations. But it might be relevant in a set of well-defined situations as 
we will see in the fourth section.

Satisficing is a behavioral model that might describe human behaviors better 
than NE does in some contexts. It was a first step towards a more empirically based 
economics (Hortal, 2017), where, according to Simon (1985, p. 18), his approach 
was “[...] abandoning the priorism of classical and neoclassical assumptions about 
human behavior”. This abandoning of the priorism has to do with the idea that 
assumptions, from an a priori methodological stance, are self-evident statements 
(axioms in a classical sense) from where inferences are made. And their truth does 
not depend on experience, but it is completely independent of it. Just like an ana-
lytical statement of a triangle that has three sides. The truth is matter of definition. 
For Simon, in contrasts with this apriorism, all statements and assumptions used 
in empirical sciences like economics (and artificial intelligence) should be empiri-
cally grounded on evidence. Where assumptions about rationality should have 
empirical support on psychology, artificial intelligence, observational data, and 
results of experiments that study human behaviors. This is why Simon rejected NE 
assumptions of rationality to promote a more empirically grounded view of such 
assumptions that he labeled as bounded rationality. 

In this scenario, it is possible to claim that satisficing might substitute NE 
models in some descriptive contexts. But satisficing is not the only behavioral 
model available because there is heterogeneity in the practice in BE. Some BE mod-
els such as prospect theory (Kahneman & Tversky, 1979), heuristics and biases 
(Tversky & Kahneman, 1974), limited self-control (Thaler, 1980) explicitly aim to 
substitute NE at a descriptive level, but not necessarily at a normative level. Other 
behavioral models are used to describe collective behaviors better than NE does, 
through concepts such as social norms (Bicchieri, 2017; Sen, 2005; Sunstein, 1996) 
and narratives (Akerlof & Shiller, 2010; Shiller, 2019). Complementarity links of 
BE to heterodox approaches have been explored, as the relation between the avail-
ability and anchoring heuristics with the Veblenian notion of habits and intuition 
(Taioka, Almeida & García-Fernandez, 2020). And the same might be done with 
NE, where optimization might be retained at a normative level, but picking up BE 
insights to study agents´ descriptive misbehaviors. The main lesson here is the fol-
lowing: we might describe human behavior as utility maximizing, but this it is not 
the only model available for describing. In BE there is a wide variety of models that 
describe human behaviors better than NE models do, especially daily-life situations, 
where, as Laibson and List (2015, p. 386) put it the Principe 1 of BE: “People try 
to choose the best feasible option, but they sometimes don´t succeed”. 
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Explaining human behavior

In this section, we are focusing our analysis only on micro explanations, because 
both NE and BE are concern with individual behaviors. As we saw in the second 
section, explanation involves the exposition of causal relationships, although not 
all economists explain in this manner as we already said. This is why is relevant to 
assume heterogeneity in economists’ scientific practices where models pursue dif-
ferent epistemic goals. In this context, while it is true that the models can make 
good predictions (as we will see in the next section), a problem NE models of ra-
tional agency face is that such models do not explain causally human behaviors, 
because they don’t show causal relations or mechanisms. I will elaborate on this 
idea in this section. 

As Jon Elster has shown, the “Homo economicus” (also named “Econ” by 
Thaler for short) rests upon two key assumptions: full rationality and self-interest 
(Elster, 2011). When it is assumed that agents are perfectly rational, in reality there 
is an idealization (Mäki, 1992) that omits the agent from the analysis in order to 
focus solely on the structure of incentives and distribution of probabilities of a 
specific situation. Consequently, what is analyzed in isolation is the assumption of 
self-interest relative to the different punishment-reward relationships (incentives) 
of an environment. 

In NE models of rationality, there is a methodological assumption that plays 
a key role in this type of modeling: a reductionist assumption that seeks to reduce 
all human motivations to mere self-interest. According to Gary Becker, his NE 
models do not make assumptions about singular motivations, but he has a method 
of analysis where “The analysis assumes that individuals maximize welfare as they 
conceive it, whether they be selfish, altruistic, loyal, spiteful, or masochistic. Their 
behavior is forward-looking, and it is also assumed to be consistent over time. In 
particular, they try as best they can to anticipate the uncertain consequences of their 
actions” (Becker, 1993, p. 386). Consequently, utility functions are postulated with 
different parameters that might incorporate a different class of attitudes, prefer-
ences, values, and calculations that lead neoclassical economists to extend their 
kind of analysis (their rational choice model) to non-traditional economics domains 
(e.g., sociology, law, political science, and history). This is to achieve the greatest 
generality in the social sciences through the application of a very simple model of 
rationality.

The problem with this way of “explaining” is that self-interest and utility func-
tions become notions that are too general to tell us anything about the specific 
behaviors. As Geoffrey Hodgson correctly said, “[...] the universality of the theory 
is a sign of weakness rather than strength [...] rational choice theory fails to focus 
on key human concepts such as culture and learning [...] it fails to identify crucial 
aspects and become incapacitated by their over-generality” (Hodgson, 2012 pp. 1-2). 
Conceptual precision is lost, and the risk of misunderstanding certain human be-
haviors is high. Moreover, when it is explicitly claimed that NE models are not 
interested in studying agents’ motivations to act. To really understand why an agent 
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makes a specific decision is key to studying axiological rationality, i.e., the values 
that provide the reasons why agents act as they do (Alvarez, 2016; Bicchieri, 2017; 
Echeverria & Alvarez, 2008). But these reasons and motivations are left aside in 
NE models by means of as if assumptions, which are not interested in studying the 
how, i.e., how agents make decisions (Aumann, 2019; Berg & Gigerenzer, 2010). 
The hiding of cognitive mechanisms here is a consequence of a specific way of 
modeling rationality, and the human mind is addressed as a black box. It is ironic 
that rational choice models do not have anything to say about agents’ reasoning.

But there are more consequences: neoclassical models tend to absolutize the 
notion of self-interest (in the form of a methodological assumption as individual 
utility maximizers”) when interpreted as an axiom, a structural assumption that is 
already given, self-contented, and self-determined (Hodgson, 2012). The notion of 
self-interest is presented as a self-evident truth applied to analyze the behavior of 
every rational person, as if it were the main motivation of human action, hiding 
other motivations that might be relevant to explain human behavior such as emo-
tions (Thaler, 2015) and commitments with social norms (Sen, 2005, 1977). The 
neoclassical model, with the overgeneralization of self-interest (Becker, 1993; Lazear, 
2000), tends to make other motivations invisible, hiding the fact that we are so-
cially interdependent agents (Álvarez, 2016), corporeal and vulnerable bodies because 
of our cognitive biases (Thaler & Sunstein, 2008).

As Uskali Mäki (2018) would put it, it is very common for economists to 
misunderstand their models and misuse them. The problem is not in the model’s 
use of false assumptions, but rather in the modeling pragmatics. That is, in the de-
contextualized uses of models, where it is possible to believe that the same model 
can be used to achieve any epistemological objective. “Economists excel in ma-
nipulating mathematical model descriptions but are much less competent in regard 
to the details of, and coordination between, the other components of the modelling 
endeavor – targets, purposes, audiences, issues of relevant resemblance- and this 
shows in their limited model commentaries.” (Mäki, 2018, p. 7).

The great historical merit of BE is that it provides elements that serve to de-
mystify the notion of the rational agent. That is: to de-idealize Homo economicus 
through the incorporation of more realistic or sound assumptions of decision-
making, based on psychological grounding (Heidl, 2016). Just in the direction of 
addressing issues of relevant resemblance, to advance towards the formation of a 
pattern of causal explanations of agents´ behavior. This is because it studies the 
causal cognitive processes involved in decision making (Heidl, 2016). And it does 
so by taking the corporeality of agents and the situated character of rationality 
seriously, to open the so-called black box of cognition (Berg & Gigerenzer, 2010).

The new notion of the agent of BE, unlike the neoclassical notion, is not based 
on mere axioms postulated a priori (independent of experience). On the contrary, 
it is based on robust, plausible psychological theories, far removed from psycho-
logical behaviorism (Angner & Loewenstein, 2012), where the cognitive processes 
of the agent involved in its decision making are taken seriously, i.e., the BE notion 
of agent is a kind of naturalized abstraction of rational agency.
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One of these new abstractions of the rational agent is now synthesized in the 
dual system of reasoning. This theory postulates that human reasoning is composed 
of two systems: system 1 and system 2 (Kahneman, 2011). System 1 makes quick 
inferences. We use it when we touch a hot surface and remove our hands, or when 
we make quick inferences (like solving the sum 2 + 2). It is automatic, emotional, 
and its function consumes a few quantities of energy. System 2, on the other hand, 
is a more deliberative, calculating, and analytical system. It works in a slower man-
ner, and its operation requires too much consumption of energy (Kahneman, 2011). 
According to BE, most people use system 1 most of the time because it is easier to 
use. In contrast, system 2 requires a greater input of energy and time (Kahneman, 
2011; Thaler, 2015; Thaler & Sunstein, 2008).

This theory raises the possibility of reducing NE to a more general theory of 
rationality by presenting it as a special sub-case of the dual theory of reasoning. 
This is suggested by Thaler and Sunstein when they say that:

[...] To qualify as Econs, people are not required to make perfect 
forecasts (that would require omniscience), but they are required to make 
unbiased forecasts. That is, the forecasts can be wrong, but they can´t be 
systematically wrong in a predictable direction. Unlike Econs, Humans 
predictably err [...] Econs respond primarily to incentives [...] but they 
are not influenced by such “irrelevant” factors as the order in which op-
tions are displayed. Humans respond to incentives too, but they are also 
influenced by nudges” (Thaler & Sunstein, 2008, pp. 7-8) “[...] Econs 
never make an important decision without checking with their Reflective 
Systems (Thaler & Sunstein, 2008, p. 22; the emphasis is mine).

From the above, we can say that the agents idealized by the economists (the 
Econs) are agents that only use system 2 (“reflective system”), but not system 1 
(Thaler, 2015; Thaler & Sunstein, 2008), because “Econs” make unbiased forecasts. 
Econs cannot be systematically wrong in their predictions, they must respond only 
to incentives (i.e., systems of punishment and rewards) and they also have un-
bounded self-control. The implication is, therefore, that neoclassical agents are not 
humans that may make systematic mistakes or are influenced by irrelevant factors 
(as in the displaying of the different options) because of their cognitive biases and 
the relevance their emotions have in making decisions. 

This opens the possibility of reducing NE to system 2 but maintains both sys-
tems 1 and 2 as a more general theory of rationality, whereas NE models maintain 
that agents are perfectly rational, and only uses system 2, while omitting system 1. 
When system 1 is incorporated in the analysis of agents’ behavior, we could then 
say that there is a process of de-idealization of the rational agent (Heidl, 2016) 
because intuitions, emotions, heuristic reasoning, and cognitive biases are incorpo-
rated into the analysis. 

In contrast, NE cannot reduce all the elements that are part of system 1 down 
to the traditional rational choice model, particularly intuitions, heuristic reasoning, 
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and cognitive biases. And this is not possible because NE models of rationality are 
not interested in studying agents’ reasoning. Neoclassical economists are only in-
terested in studying the outcomes of a decision-making process, not the how, not 
the manner in which agents make decisions (Aumann, 2019; Gigerenzer, 2015). 

The elements given in these subsections allow us to affirm that BE can replace 
NE in two specific contexts: the descriptive and explanatory levels. This is because 
it describes the decision-making of real agents (not fictitious agents) better and 
advances towards a causal explanation of the decision-making of agents, where, in 
turn, it allows the incorporation of NE into a more general theory of rationality2. 
This incorporation opens the possibility of a strong complementarity of NE and 
BE in explaining human behaviors in a breadth and deep manner (Marchionni, 
2008). A case that might exemplify this kind of complementarity is corruption, as 
we will see in the next section. 

THE EPISTEMOLOGICAL CONTEXTS WHERE  
BE AND NE MIGHT BE COMPLEMENTARY

Predicting human behavior

It seems that the current behavioral revolution is similar to scientific revolu-
tions that have occurred in other scientific disciplines, such as in physics. When 
quantum mechanics and general relativity theories arose in the first half of the 
Twentieth century, neither completely substituted classical mechanics. It is true that 
Newtonian mechanics was no longer considered a universal and valid theory for 
all domains in physics, which unified and reduced all movement of all kinds of 
bodies (atoms, apples, stars) to some “fundamental laws” (Cartwright, 1999; Mitchell, 
2009). What happened is that the new disciplines addressed different problems that 
were unsolvable through the Newtonian theoretical framework. Quantum mechan-
ics, Newtonian physics, and the general theory of relativity are, in fact, situated at 
different levels of abstractions and answer different problems (Cartwright, 1999; 
Mitchell, 2009). And up until now there is not a single approach that has been 
successful in unifying these three fields into a single theory of everything (Cartwright, 
1999; Mitchell, 2009). In such a context, scientific revolutions in physics actually 
lead the physicists to have a more modest view about the scope and limitations of 
classical mechanics. Physicists had to learn how to think in rather contextual terms 
(Cartwright, 1999; Mitchell, 2009).

Classical mechanics is not the fundamental or the general theory in physics, 

2  The dual system is not the only general theory of rationality currently available. There are other 
general theories such as fast and frugal heuristics (Gigerenzer, 2015) and the projects known as 4E where 
cognition is understood as something embodied, embedded, extended and enacted (Jaegher & Rohde, 
2010). Here I used the dual system just to make an argument in favor of the possibility of reducing NE 
to a more general theory of rationality.
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such as Newton used to think, but it is useful for studying some phenomena in 
some specific domains. Moreover, is useful to develop certain kinds of technology 
(such as rocket launches, the building of bridges, etc.). Perhaps something analogous 
is occurring with NE and the behavioral revolution. First, because NE is no longer 
considered the universal or the most fundamental theory of human rationality. 
Second, the domains of its applications now are more clearly defined. And finally, 
third, because after all, the emergence of new behavioral domains and a new set of 
theories, techniques, and methods do not invalid the development of some theo-
retical tools that might lead to the development of behavioral technologies. This is 
the case of the traditional notion of incentives, that are still a powerful tool for 
intervening in agents’ behavior. 

In this context, is important to recall a characterization of NE made by Elinor 
Ostrom: 

[...] Theories are efforts to build understanding by making core as-
sumptions about specific working parts of frequently encountered phe-
nomena and predicting general outcomes. Models are very specific work-
ing examples of a theory – and they are frequently confused with being 
theories themselves. As Alchian [...] pointed out long ago, what is called 

“rational choice theory” is not a broad theory of human behavior but 
rather a useful model to predict behavior in a particular situation – a 
highly competitive market for private goods (Ostrom, 2009b, p. 430; the 
emphasis is mine).

As we can see, for Ostrom, NE models are not a broad or general theory of 
human behavior, but rather a useful model that might predict behavior in a specific 
situation: a highly competitive market for private goods. This idea is important 
because it shows us that NE models are not so general and fundamental as neoclas-
sical economists used to think, just as was the case in physics with classical mechan-
ics. The flexible character of the neoclassical model has found a niche, where it has 
become entrenched, since this model is useful for predicting individualistic behavior 
in competitive contexts (Ostrom, 2009a). But for understanding and forecasting 
cooperative and pro-social interactions, perhaps we should rely on a more general 
theory of rationality, not one that is so partial and unilateral, as is the case with NE.

It seems that BE might be more general because it is possible to reduce NE to 
the dual system of reasoning as we saw in the third section. But in spite of this, NE 
might still work well in some limited contexts. And these contexts are linked to the 
epistemological objective of prediction. Neoclassical economists recognize that real 
agents are not perfectly rational, but they assume that they act as if they were. Thus, 
the notion of a neoclassical agent is a mere instrumental assumption that serves to 
formulate predictive mathematical models. But this predictive character, as I showed 
in the third section, is weaker than the neoclassical economists tend to claim. That 
is why it is better to talk about forecasts (Hausman, 1992; Lawson, 1997).

Neoclassical models of rationality tend to make good forecasts on competitive 
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and individualistic contexts. A case in point is the subject of corruption. For ex-
ample, if we have traditional politicians who are already corrupt and situated in 
competitive contexts (where they compete with other corrupt politicians for eco-
nomic resources), we can say that if the incentive structure of a specific situation 
makes it profitable to violate legal and moral standards, and there is little likelihood 
of being caught and punished, there will be more politicians who will act cor-
ruptly (Rose-Ackerman, 1975). This forecast has some empirical support if we 
consider contexts such as the lack of transparency, inefficiency in justice systems, 
and impunity in some countries (Rose-Ackerman, 1975).

At this point, it is important to note, however, that these models are not describ-
ing the behavior of real agents but rather telling us what certain agents can do, 
given a specific socio-institutional context. The focus of the analysis, again, is not 
the agent, but rather the incentive structure of a specific socio-institutional context. 
One of the problems is that neoclassical models assume that we are all potential 
rogues (Ariely, 2008, 2012); that everyone can be a transgressor of norms (legal 
and moral), as long as the transgression is profitable (Becker, 1993; Rose-Ackerman, 
1975). While it is true that harder punishments might diminish criminal and corrupt 
behavior, this is not the whole story. 

BE has also worked on the issue of corruption and dishonesty by showing, 
without denying what has been stated by neoclassical economists, that there are 
other factors that explain corrupt behavior: corrupt slippery slopes, a gradual change 
of language, and behavior based on imitation, among other aspects (Ariely, 2008, 
2012). It has also been documented, based on experiments, that agents may mani-
fest dishonest behavior if presented with the opportunity, but that they do not 
manifest the dishonest behavior to the degree predicted by the neoclassical theory 
(Ariely, 2008, 2012).

BE does not deny the successful forecasts of NE made under specific situations. 
But since there can be a reduction of the neoclassical model to the dual system of 
the mind, it can be said that there is a complementarity. There is nothing in the 
dual system that denies the possibility of success of NE in certain specific contexts. 
On the subject of corruption, as we can see, there is no competition, but rather a 
complementarity between BE and NE because both of them are situated at different 
levels of abstraction. The NE approach to corruption studies the punishment-reward 
systems (incentives) that are part of a social context (NE), omitting the agent, while 
BE studies the corrupt decision making (or corrupt reasoning) taking into account 
psychological insights (like imitation, cognitive biases, heuristic reasoning, the lack 
of self-control) that help us understand corrupt behaviors. BE studies a kind of 
corrupt reasoning while NE studies a kind of optimal corrupt behavior defined by 
incentive structures. NE seeks to change the perverse incentives that lead to a re-
production of corrupt behaviors, while BE seeks to change the reasoning of poten-
tial or already corrupt agents. 

We can see a complement between BE and NE. But again, we should emphasize 
modesty: NE models usually work well, but they are fallible and partial epistemic 
devices. Not an infallible general theory of rationality. In this sense, NE might 
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predict a bounded range of behaviors. Not all behaviors, especially those related 
to system 1 of reasoning where lack of self-control, heuristics, cognitive biases, 
social preferences, and emotions are situated. In this cognitive area, BE models 
might be used. But also, modesty should be emphasized for behavioral models: 
There are some domains where NE still works well, especially in those behaviors 
related to system 2 of reasoning situated in competitive environments, where tra-
ditional norms of rationality are still relevant in some contexts. However, much 
work about systematization has to be done to achieve a systematic general theory 
of rationality, where it should be shown how NE and BE might be complementary 
recognizing plurality in economists’ scientific practices. 

Prescribing optimization

Although NE does not describe and explain real human behavior, it does discuss 
how agents should behave, especially under competitive contexts. For example, if 
we are in a strategic interaction and we want to win a game, minimize costs, or 
simply avoid defeat, we can apply traditional game theory to evaluate scenarios 
and make decisions about our strategies, considering the best strategies that other 
agents may apply. This does not mean that real people always make rational stra-
tegic decisions, but “[...] a rational player must take into account how other players 
reason about him” (Aumann, 1987, p. 17). So, in such competitive strategic interac-
tions, optimization plays a normative role which consists of not being overconfident 
about our strategies and not underestimating the skills of other agents. 

There are other contexts where being consistent with game theory (and ratio-
nal choice models) would lead agents to suffer terrible losses. For example, being 
individualistic in a cooperative context can lead agents to maximize their individual 
utility in the short term, but if other agents discover it, they will apply actions against 
free riders. This is because cooperative agents reject agents who act based solely on 
self-interest. Reciprocity here is important because when an agent is not pro-social 
in a cooperative context, he will be punished and excluded from the pool resourc-
es. Elinor Ostrom has shown several examples where local social systems have their 
own institutions (rules of interactions) that self-regulate the system (Ostrom, 2009a, 
2009b), sometimes with better social outcomes than market mechanisms or public 
actions performed by the governments.

The role of social norms (or institutions) is stronger than neoclassical econo-
mists often believe because they have a deontic component and also enable sociabil-
ity (Bicchieri, 2017). Social norms provide information about what to do and what 
not to do in certain contexts, and also serve to anticipate the consequences of agents´ 
acts: if an act is performed in a specific context, then a response is expected from 
others (Bicchieri, 2017). Social norms matter, in such a way that is not always the 
best option for an agent to try to maximize his individual self-interest omitting these 
norms. Sometimes agents should and ought to behave following through on their 
commitments in accordance with social and moral rules (Sen, 2005).

In other contexts, optimization is not only desirable, but it is what must be 
done to achieve a goal. One example is the role linear programming has in the 
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process of planning. According to Leonid Kantorovich, “[...] The optimizing ap-
proach is here a matter of prime importance. The treatment of the economy as a 
single system, to be controlled toward a consistent goal, allowed the efficient 
systematization of enormous information material, its deep analysis for valid 
decision-making.”3 (the emphasis is mine). Here we can see that optimization is 
important for normative reasons: for consistently achieving goals and for making 
valid decisions. But, as was the case with Kantorovich, in some circumstances, 
optimization is what must be done to survive. During the siege of Leningrad (now 
Saint Petersburg) in World War II, Soviet authorities called Kantorovich to cal-
culate the temperature and thickness of ice that would support trucks of a certain 
weight and speed passing over a frozen lake, in order to bring supplies to the 
Soviet city (Bollard, 2019). Kantorovich had to calculate the optimal distance 
between a number of Soviet tanks, consider changes in environmental conditions, 
etc. He developed an algorithm that helped the soviets use the “road of life” (as 
the frozen lake was called) to bring supplies and, later, evacuate citizens. “He was 
frequently to be seen out on the lake testing the conditions, sometimes walking 
between the vehicles”. (Bollard, 2019, p. 138). In this dramatic situation, we can 
see that optimization was a matter of life or death. 

But optimization is not always what must be done, sometimes because it is 
simply impossible to optimize. Regarding this point, we should recall the distinction 
between well and ill-formulated problems elaborated by Simon & Newell (1958):

In short, well-structured problems are those that can be formulated 
explicitly and quantitatively, and that can then be solved by known and 
feasible computational techniques. What, then, are ill-structured prob-
lems? Problems are ill-structured when they are not well-structured. In 
some cases, for example, the essential variables are not numerical at all, 
but symbolic or verbal. An executive who is drafting a sick-leave policy 
is searching for words, not numbers. Second, there are many important 
situations in everyday life where the objective function, the goal, is vague 
and nonquantitative. How, for example, do we evaluate the quality of 
an educational system or the effectiveness of a public relations depart-
ment?’ Third, there are many practical problems it would be accurate 
to say ‘most practical problems’- for which computational algorithms 
simply are not available. If we face the facts of organizational life, we 
are forced to admit that the majority of decisions that executives face 
every day and certainly a majority of the very most important decisions 
lie much closer to the ill-structured than to the well-structured end of the 
spectrum (Simon & Newell, 1958, p. 5; the emphasis is mine).

As we can see, the “well-structured problems” are those to which it is possible 
to give a mathematical form because its structure follows linear tendencies that 

3  See Kantorovich (1992).
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could be formulated explicitly and quantitatively. Such problems are solved by 
optimization techniques, such as linear programming, research operation, algorithms, 
etc. But there are “ill-structured problems” that are not possible to formulate in 
mathematical terms because their variables are verbal and symbolic, the goal is 
vague and non-quantitative, and computational algorithms are not available. Heuristic 
reasoning, as opposed to algorithms, is required here for solving problems. Heuristics 
may help solve a problem, but they are fallible rules of thumb that involve the use 
of intuition, insight (or perception), and learning (Simon & Newell, 1958). Their 
use might be normative to solve ill-structured problems, especially when the time 
to make a decision that solves the problem is limited and the agent is under pressure 
by the environment. Perhaps the use of heuristics does not provide an optimal, 
unique, and infallible solution, but they may be good enough, as Simon used to say. 

As we have seen in this section, optimization and utility-maximizing behaviors 
are normatively valid only for some limited contexts, where agents face well-struc-
tured problems (such as those solved by Kantorovich and his linear programming 
techniques) and competitive situations where agents are under strategic interactions 
(such as those addressed by Aumann in his notion of correlated equilibrium). But 
optimization techniques are not valid for all contexts, such as with ill-structured 
problems (addressed by Simon and the followers of bounded rationality) and with 
cooperative situations where agents interact under social norms (addressed by Ostrom 
and Sen). In such situations, we need other theoretical tools such as heuristics (which 
might be normative) and the incorporation of pro-social preferences.

FINAL REMARKS

In this article, we have addressed the problem of substitution-complementar-
ity between NE and BE in the context of the current behavioral revolution. To do 
so, we first distinguished different epistemological contexts involved in the research 
practices of economists: description, explanation, forecasting, and prescription of 
what agents should do and what policy advises. We showed that the substitution-
complementarity issue might have varying impacts and expressions in these differ-
ent contexts. From these elements, we arrive at the following conclusions.

The first conclusion is that any attempt of “synthesis” between NE and BE can-
not be harmonious because economics is a very complex science that involves sev-
eral epistemic contexts and levels of analysis. Second, it seems that there are elements 
to assert that NE might be reduced as a special case of a rather general theory of 
rationality developed by BE, where at a descriptive and explanatory level, BE could 
substitute the NE, but at a predictive and prescriptive level, there may be comple-
mentarity because there are some domains where NE still works well. In this sense, 
NE might complement BE. Finally, further research should be done to show the impact 
of BE on other subdisciplines of economics. In the very least the complexity of human 
behavior is increasingly recognized and new behavioral tools are at the disposal of 
social scientists to understand and for changing behaviors.
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